Comparison of alternative spatial resolutions in the application of a spatially distributed biogeochemical model over complex terrain
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Abstract

Spatially distributed biogeochemical models may be applied over grids at a range of spatial resolutions, however, evaluation of potential errors and loss of information at relatively coarse resolutions is rare. In this study, a georeferenced database at the 1-km spatial resolution was developed to initialize and drive a process-based model (Forest-BGC) of water and carbon balance over a gridded 54976 km² area covering two river basins in mountainous western Oregon. Corresponding data sets were also prepared at 10-km and 50-km spatial resolutions using commonly employed aggregation schemes. Estimates were made at each grid cell for climate variables including daily solar radiation, air temperature, humidity, and precipitation. The topographic structure, water holding capacity, vegetation type and leaf area index were likewise estimated for initial conditions. The daily time series for the climatic drivers was developed from interpolations of meteorological station data for the water year 1990 (1 October 1989–30 September 1990). Model outputs at the 1-km resolution showed good agreement with observed patterns in runoff and productivity. The ranges for model inputs at the 10-km and 50-km resolutions tended to contract because of the smoothed topography. Estimates for mean evapotranspiration and runoff were relatively insensitive to changing the spatial resolution of the grid whereas estimates of mean annual net primary production varied by 11%. The designation of a vegetation type and leaf area at the 50-km resolution often subsumed significant heterogeneity in vegetation, and this factor accounted for much of the difference in the mean values for the carbon flux variables. Although area-wide means for model outputs were generally similar across resolutions, difference maps often revealed large areas of disagreement. Relatively high spatial resolution analyses of biogeochemical cycling are desirable from several perspectives and may be particularly important in the study of the potential impacts of climate change.
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1. Introduction

Spatially-distributed biogeochemistry models are needed for understanding current spatial and temporal patterns in runoff and plant productivity, as well as evaluating potential ecological effects of climate change and land use change. Band et al. (1991) have identified the potential bias in distributed modeling which is introduced by employing landscape mean values for input variables when using a model with significant nonlinear responses to those driving variables. This consideration, as well as others related to factors including the scale of relevant disturbances, the benefits of examining vegetation characteristics along environmental gradients, and the interest in localized responses to factors such as climate change, support the general goal of retaining high spatial resolution in these modeling efforts. However, as the spatial resolution is increased for a given area, or a high spatial resolution is retained as the domain of interest is enlarged, computational speed and on-line data storage become increasing constraints.

The availability of high-resolution digital elevation data has recently made it feasible to simulate climatic drivers such as temperature and radiation at high spatial resolution. The availability of satellite imagery has likewise promoted the development of high spatial resolution land cover maps (Loveland et al., 1991) and surfaces for features such as leaf area index (Running et al., 1989). These advances provide the opportunity to evaluate the effects of using highly resolved as opposed to highly aggregated inputs for a spatially distributed biogeochemistry model.

In this study, a database was developed to run the Forest-BGC model (Running and Coughlan, 1988) over a 1-km grid covering a 54,976-km² region in western Oregon. Simulation results for annual water and carbon flux variables at the 1-km spatial resolution were compared with those using climatic and land surface inputs at coarser spatial resolutions. The 1-km resolution was used as the finest spatial resolution because of the availability of land cover maps based on the satellite-borne Advanced Very High Resolution Radiometer (AVHRR) sensor which has an approximate spatial resolution of 1-km (Loveland et al., 1991). The study area is representative of the topography encountered over much of the mountainous western U.S. The specific objective was to examine the degree of similarity between outputs from simulations run over grids at the 1-, 10-, and 50-km resolutions covering this heterogeneous region.

2. Methods

The spatial domain (extent) in the study covered two adjacent river basins, the Willamette (28,960 km²) and the Deschutes (26,725 km²) in western Oregon (Fig. 1a, b, c). The Cascade Mountain Range divides the study area and elevation ranges from 6 to 3084 m. Vegetation cover includes cropland, shrub-land, forest and alpine tundra (Franklin and Dyrness, 1990).

Digital maps of the land-surface characteristics needed to initialize the model, and digital maps of the climatic drivers needed to drive the model, were initially developed at the 1-km resolution (grid cells 1 km on a side). A somewhat larger area than the two river basins was used in order to avoid artifacts associated with abrupt edges. The climate surfaces were based on interpolations of time series data (water year 1990) from a network of meteorological stations. In order to run the model at coarser resolutions (10 or 50 km), a new set of land surface and climatic drivers were assembled using a coarse-resolution Digital Elevation Model (DEM). Comparison among inputs prepared at the different spatial resolutions, and outputs for the simulations run at different spatial resolutions, were made based on averages, ranges, and difference maps over the entire area.

2.1. The model

Forest-BGC is a stand level model which has been applied over spatial grids at the watershed to regional scale for analysis of the carbon, nitrogen and water cycles (Running and Coughlan, 1988; Band et al., 1991; Running and Gower, 1991). A few simple compartments – including foliage, stems and roots – are used rather than representations of individual trees. The focus is on incorporating basic plant physiology and biophysics in a very general fashion in order to simulate effects of climatic gradients or climatic change on ecosystem mass flux. Processes including photosynthesis, maintenance res-
Fig. 1. (a) Shaded relief map of Oregon indicating the study area. (b) Mean annual temperature over the study area. (c) Annual precipitation over the study area.
piration, evaporation, and transpiration are simulated at a daily time step whereas allocation of assimilated carbon among the plant parts and decomposition are simulated annually. Species are not identified, however, the model may be run in three modes based on life form (conifer, broadleaf or grass), with physiological variables such as maximum stomatal conductance varying by life form (Running and Hunt, 1993). Comparison of model outputs, such as aboveground net primary production and site water balance, to observed patterns of carbon and water flux have indicated reasonable agreement for a range of environments (Running and Coughlan, 1988; Running and Nemani, 1988; Running and Hunt, 1993).

To adapt the model from the point mode to a spatially distributed mode, the Image Processing Workbench (Frew, 1990) was employed such that multiple band (image) files for climate variables (i.e., one image or surface per day per variable), and spatially varying land surface characteristics, were available for assembly of grid-cell-specific input files. The model could then be run point-by-point across the grid of interest with retention of user-defined daily or annual outputs as images.

2.2. Data inputs

2.2.1. Climatic variables

The daily climatic variables needed to drive Forest-BGC are minimum and maximum temperature, dew point temperature, precipitation, and solar radiation. Daily time series data from the National Climate Data Center and Snotel meteorological station networks (described in Earth Info, 1988 and USDA, Soil Conservation Service, 1988) provided the basis for distributed temperature and precipitation surfaces. There were approximately 100 stations in the study area and interpolations of the climate variables were made using an inverse squared algorithm. The DEM used for the interpolations and in the solar radiation calculations was based on a 15-arc-second grid developed by the U.S. Geological Survey from 3-arc-second Digital Topographic Elevation Data (Defense Mapping Agency, 1981). The DEM was re-projected into an Albers Equal Area projection at 1-km using a bi-linear interpolation algorithm (Fig. 1).

For temperatures, daily meteorological station data for maximum and minimum temperature values were first converted to their sea level equivalents using the assumption of locally adiabatic conditions (Kimball, 1992). An interpolation was then made over the grid and all values were adjusted to their elevation in the DEM by inverting the conversion procedure. The dew-point temperature was assumed to be the minimum daily temperature (Running et al., 1987; Glassy and Running, 1994). The precipitation surfaces were prepared initially at the 10-km resolution from monthly outputs of the PRISM model (Daly et al., 1994). PRISM is a moving window regression model which requires monthly precipitation from a network of meteorological stations and a DEM as inputs. For each grid cell, the model determines a geomorphic facet (such as a portion of the west side of the Cascade Mountains) for which there are sufficient meteorological stations to construct a regression of precipitation against elevation. For the daily precipitation surfaces, the proportion of the monthly precipitation observed on a given day at each station was used to create daily proportionality surfaces and these were applied to the monthly precipitation surfaces which had also been interpolated to the 1-km resolution.

Clear sky short wave solar irradiance (0.3–1.1 μm) was calculated using the topographically corrected spectral radiation model described by Dubayah et al. (1990), and modified for regional application by Marks et al. (1991). The principal model inputs are elevation and surface albedo, with albedo obtained from AVHRR imagery (USGS, 1991). The adjustment for cloud cover effects was based on differences between daily minimum and maximum temperature (Bristow and Campbell, 1984; Glassy and Running, 1994).

2.2.2. Site variables

The site variables required by Forest-BGC include vegetation type, leaf area index, soil water holding capacity, and biomass carbon pools. For vegetation type, the multiple vegetation classes in the land cover map (1-km spatial resolution) of Loveland et al. (1991), which is based on the temporal Normalized Difference Vegetation Index (NDVI) signal from the AVHRR sensor, were aggregated to three
biome-level classes designated as conifer, shrubland, and grassland.

Comparison of forest cover estimates from Love-land et al. (1991) with estimates from a ground-based forest inventory (Waddell et al., 1989) revealed close correspondence in Oregon (Turner et al., 1993).

Fig. 2. Comparison of observed and interpolated values for temperature, radiation, and precipitation (water year 1990) near Corvallis, Oregon. The nearest meteorological station used in the interpolation was 6 km away. Values are offset one day to facilitate comparison.
Output from Forest-BGC is strongly influenced by LAI. Field studies at the Thematic Mapper resolution (~30 m; Peterson et al., 1987) and the AVHRR resolution (~1 km; Running et al., 1989) have indicated promise for developing remote-sensing-based algorithms which could be used for initializing LAI over forested regions. However, the relationship of indices such as NDVI to LAI tends to be asymptotic, and LAIs in cool coniferous forests of the Pacific Northwest may be towards the high end of the potential LAI range, thus the sensitivity of LAI to NDVI may be low in parts of this region.

An alternative approach relies on developing a regression of an index of site water balance against observed LAIs. Much current theory on the relationship of climate to vegetation type and LAI holds that site LAI will rise to a level which uses as much available water as possible without leaving the water supply depleted over an extended period (Woodward, 1987; Nemani and Running, 1989; Neilson et al., 1992). Therefore an index of annual or growing season site water balance should correlate with LAI and provide the basis for preparing an LAI surface. Grier and Running (1977) found evidence for such a relationship in the coniferous forests of the Pacific Northwest.

In order to generate a potential LAI for the forested grid cells in this study area, a water balance index (WBI) was calculated over the region and used to develop an algorithm relating WBI and observed LAIs. A WBI surface (10-km spatial resolution) was constructed by subtracting the May–September sum of potential evapotranspiration (PET) from the May–September sum of precipitation. Long-term average monthly precipitation surfaces were derived from meteorological station data interpolated using the PRISM model (C. Daly, Oregon State University, pers. commun.) and monthly PET surfaces were from Dolph et al. (1992). Measured LAIs (projected) based on an allometric approach, with approximate locations, were from Peterson et al. (1987). Six of the seven sites used in the regression were located in the study area and the sites included stands in the Juniper (Juniperus occidentalis) woodland of eastern Oregon and conifer stands at a range of elevations in the Cascade Mountains.

The relationship between measured LAI and the corresponding WBI was nearly linear (seven sites, \( R^2 = 0.67, P = 0.02 \) as was the similar relationship found by Grier and Running (1977). After using the WBI surface to generate an LAI surface at the 10-km resolution, an interpolation to 1-km was made using the inverse distance squared weighting algorithm and the nearest four neighbors. Finally, an LAI limit of 8 was imposed on the LAI surface because of uncertainties about the high LAIs reported for the Pacific Northwest coniferous forests using the allometric approach (Marshall and Waring, 1986). LAI was fixed at 1 for shrubland grid cells and 2 for grassland grid cells based on regional averages for foliar biomass production in those vegetation types (King, 1993).

The soil water holding capacity was calculated as the difference in water content at a matric potential of \(-33 \text{ kPa}\) and at \(-1500 \text{ kPa}\). Estimates for these water contents (Kern, 1995) were based on particle size distribution data using algorithms from Saxton et al. (1986). Water holding capacity was adjusted for the amount of soil present by accounting for rock fragment content and depth to bedrock. The particle size distribution, rock fragment content, and depth to bedrock were estimated using the USDA Soil Conservation Service’s state soil geographic database (STATSGO) that was compiled at a map scale of 1:250,000 (Soil Conservation Service, 1991). The smallest polygons on the base WHC map were on the order of several km across, suggesting a somewhat coarser resolution than is indicated by the 1-km sampling of the base map.

Foliar carbon was calculated from the estimated LAI and the specific leaf area conversion factors in Running and Hunt (1993). The assumption was made that all forest stands were 50 years of age with a stem biomass of 50,000 kg/ha, thus, the results are an indication of potential net primary productivity. Because of the large uncertainties about foliar nitrogen concentrations and nitrogen mineralization rates in soil and litter, the nitrogen cycle component of Forest-BGC was not included in this analysis.

### 2.3. Ten- and 50-km resolutions

The issue of how best to aggregate fine-scale data to a coarser resolution is complex, and the optimal approach is to some degree unique to each variable. For this analysis, the general approach was to take
the fine-scale value at the center point of each coarse-resolution grid cell as the representative value for the coarse-resolution cell. Alternative algorithms, such as taking the average or mode of the 1-km cells within each coarse-resolution cell, were considered but the center-point approach was chosen because it retains the possibility of maintaining the complete distribution of the values at the finer resolution.

New temperature surfaces were created at 10- and 50-km resolutions using the same set of meteorological stations and procedures but the center-point-sampled DEMs. The radiation surfaces were also recreated and were impacted by the coarser DEMs via differences in elevation, slope, and aspect. Precipitation was originally generated at the 10-km resolution (Daly et al., 1994) and for the 50-km simulation, the center-point sampling algorithm was again used.

The land surface characteristics include both categorical and continuous variables. Biome type is a categorical variable and the modal type among the 1-km cells within each 10- or 50-km cell became the representative type. If the modal biome type was grassland or shrubland, the biome-specific LAI was assigned. If the modal biome type was forest, the LAI was taken from the base 10-km LAI map. In the case of the 50-km simulation, the average LAI for all 1-km cells classified as forest was calculated from the base 10-km LAI map and used for a representative value. Foliar and stem carbon were estimated as in the 1-km simulation. Soil water holding capacity was generated by sampling the center points of the coarse-resolution grid cells.

For comparison of outputs at the different resolutions, the 1-km resolution outline (mask) of the river basins was overlaid on the coarse-resolution outputs. Ranges and area weighted means were then calculated using IPW.

3. Results

The DEM (Fig. 1a) reveals the general topographic features of the region. These include the broad Willamette Valley in the west, the north-south running Cascade Range in the center and the high plateau region of the Deschutes River Basin in the east. Conifer forests dominate the Cascade Range, with shrubland to the east and grassland in the Willamette Valley. Estimated LAIs were highest at mid-elevations in the mountainous regions where relatively high precipitation and mild temperature generate a strongly positive growing season water balance (Fig. 1b, c).

3.1. One-km simulation

The daily minimum and maximum temperature surfaces had the expected elevational gradients and seasonal trends. Clear sky radiation surfaces revealed mountain tops and topographic effects such as north- and south-facing slopes. Annual precipitation displayed the east-west gradient characteristic of this region, with highest values along the crest of the Cascade Mountains (Fig. 1c). Comparisons of interpolated temperature, radiation and precipitation values with independent daily observations at several sites generally showed good agreement (e.g., Fig. 2).

Because of the relatively low summer precipitation in the Pacific Northwest, the annual time course of soil moisture typically displays a late summer trough with recharge in the fall (Running, 1994). Point-mode model runs at a variety of sites around the study area also showed this pattern. Declines in soil water availability induce reductions in leaf water potential and this relationship offers some opportunity for checks on simulated water balance at the site level. Seasonal measurements of leaf water potential were made in association with the Oregon Transect for Ecosystem Research (OTTER) in the summer of 1990 for five sites within the study region (Runyon et al., 1994). Comparison of the magnitude and timing of water stress between those observations and the model output at the same points generally yielded good agreement. Running (1994) discusses possible reasons for a difference between observed and modeled water stress at one of the sites where contributions to the water budget from upslope or lateral flow may have been significant.

Comparisons of modeled water balance with observations were also made at the river basin scale. Water year runoff for 1990 at the mouth of the Willamette River was 83 cm averaged over the basin (Hubbard et al., 1991). The simulated average runoff in the simulation was 80 cm over the same area. Evaporation plus transpiration accounted for 39% of precipitation with 60% of total evapotranspiration as
transpiration. Simulated runoff was much higher than measured runoff in the Deschutes River Basin, however, runoff is primarily routed through groundwater there and precipitation is not well correlated with runoff on an annual basis (T. Laenen, USGS, Portland, OR, pers. commun.).

Measured and simulated aboveground net primary productivity (ANPP) were compared at three of the OTTER sites within the modeled domain. LAI had been reduced significantly below its potential by insect damage or thinning on the other two relevant OTTER sites. Simulated ANPP was within 15% of the observed value at the two conifer-dominated sites. Simulated ANPP was 200% of the observed value at the easternmost site in the Juniper woodland, however, the measurements covered only tree productivity whereas shrubs contributed a significant proportion to total LAI. At the regional scale, these site-specific inconsistencies are less apparent. Average stem production (estimated as 1/3 of NPP) for all forested grid cells was 3120 kg/ha (expressed as carbon) compared to an estimate of 3000 to 6000 kg/ha for medium-productivity Douglas-fir (Pseudotsuga menziesii) stands in the Pacific Northwest (Mills, 1988; Peterson and Heath, 1991).

3.2. Ten- and 50-km simulations

Although mean elevation was similar across resolutions, the characteristics of the resampled DEMs were significantly different with regard to elevation, slope, and aspect. Maximum elevation observed over the 1-km grid was 3084 m, but only 2328 m over the 10-km grid and 1822 m over the 50-km grid. The representation of the underlying drainage structure was also lost at 50-km. The maximum slope dropped from 30° at 1-km to 3° at 10-km and 1° at 50-km.

Since the interpolated climatic variables depend strongly on the DEM, their means and ranges were similarly impacted (Table 1). The mean clear sky radiation over the study area on a given day did not differ greatly at the three spatial resolutions because low values on north-facing slopes generally compensated for high values on corresponding south-facing slopes. The maximum clear sky radiation differed by at most 10% on any given day between the 1- and 50-km simulations, however, the minimums at the

<table>
<thead>
<tr>
<th>Resolution (km)</th>
<th>Clear sky radiation (kJ/m²/d)</th>
<th>T min (°C)</th>
<th>T max (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>Min</td>
<td>Max</td>
</tr>
<tr>
<td>1</td>
<td>22039</td>
<td>7141</td>
<td>24792</td>
</tr>
<tr>
<td>10</td>
<td>22040</td>
<td>21365</td>
<td>22878</td>
</tr>
<tr>
<td>50</td>
<td>22000</td>
<td>21348</td>
<td>22644</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Resolution (km)</th>
<th>Land cover type (%)</th>
<th>LAI (m²/m²)</th>
<th>WHC (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>grass</td>
<td>shrub</td>
<td>forest</td>
</tr>
<tr>
<td>1</td>
<td>17</td>
<td>21</td>
<td>62</td>
</tr>
<tr>
<td>10</td>
<td>14</td>
<td>21</td>
<td>65</td>
</tr>
<tr>
<td>50</td>
<td>3</td>
<td>22</td>
<td>75</td>
</tr>
</tbody>
</table>
1-km resolution was only 1/3 that of the 50-km resolution. These effects were associated primarily with the steeper north- and south-facing slopes at the 1-km resolution. The ranges of minimum temperature and maximum precipitation responded strongly to the contraction of the elevation range at the 1-km resolution but, as with radiation, the means were similar across resolutions. A significant potential for sampling error with regard to precipitation was evident at the 50-km resolution since shifting the 50-km grid 10 or 20 km in all directions indicated a 20% coefficient of variation in mean annual precipitation.

Fig. 3. Biome classification at the three spatial resolutions.
Table 3
Comparison of annual water balance variables (mm) across spatial resolutions. Mean outputs do not equal mean precipitation because of changes in storage

<table>
<thead>
<tr>
<th>Resolution (km)</th>
<th>Precipitation</th>
<th>Evaporation</th>
<th>Transpiration</th>
<th>Runoff</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>Min</td>
<td>Max</td>
<td>Mean</td>
</tr>
<tr>
<td>1</td>
<td>985</td>
<td>97</td>
<td>5468</td>
<td>179</td>
</tr>
<tr>
<td>10</td>
<td>980</td>
<td>100</td>
<td>5499</td>
<td>186</td>
</tr>
<tr>
<td>50</td>
<td>973</td>
<td>178</td>
<td>2349</td>
<td>202</td>
</tr>
</tbody>
</table>

The aggregation of the land surface characteristics to the coarser resolutions introduced significant changes in some cases. Forest cover increased from 61% at 1 km to 75% at 50 km (Table 2, Fig. 3). Average LAI correspondingly increased from 4.3 at 1 km to 4.9 at 50 km (Table 2). In contrast, the range in soil water holding capacity was retained at the 50-km resolution, reflecting the much lower heterogeneity in the base map for this variable.

The mean model outputs were more similar across the three spatial resolutions for the water balance variables (Table 3) than for the carbon flux (Table 4). Average runoff differed only 4% across resolutions. Most of the difference was associated with a 13% higher evaporation at the coarser resolution (Table 2) because of the higher average LAI. The net primary productivity (NPP) surfaces at 50 km were only weakly indicative of the underlying vegetation and climatic gradients and average simulated NPP over the study area at 50 km was 11% higher than at 1 km. Maintenance respiration also increased with coarsening of the spatial resolution, most likely because of the increase in stem biomass and LAI associated with more area as forest.

Although mean values for model outputs were generally similar across resolutions, difference maps (e.g., Fig. 4) indicated a large loss of spatially explicit information. The standard deviation of the difference in NPP between the 1- and 50-km analysis was 2720 kg/ha compared to an overall mean NPP of 7560 kg/ha.

4. Discussion

The 1-km simulation came reasonably close to replicating the limited observations related to the spatial and temporal patterns in water and carbon flux over this heterogeneous region. Analyses in which Forest-BGC was distributed over a 1600-km² watershed in western Montana (Running et al., 1989) and a similar sized area in Ontario Canada (Band, 1993) have also produced general agreement with observations. Limitations in these analyses are most evident in site-specific checks which reveal discrepancies in the water balance. Poor representation of soil water holding capacity and lateral flow are significant problems. These limitations are being addressed by efforts to link a subsurface flow model to the spatially distributed Forest-BGC (Band, 1993) and to utilize the DEM and higher resolution soil maps to better characterize water holding capacity (D. Zheng, Oregon State University, pers. commun.).

The similarity between the observed and modeled water balance for the Willamette Basin in this study is particularly welcome considering earlier underesti-
formation of precipitation in this region (Marks et al., 1993). In that analyses, the precipitation interpolation did not include elevation and thus tended to produce underestimates of runoff at the river basin scale (Phillips, 1992). The ability of PRISM to account for high-elevation precipitation has helped alleviate this problem.

There does not appear to be any benefit to using a resolution finer than 1 km for the purposes of simulating large watershed or river basin scale runoff with the spatially distributed Forest-BGC. Band et al. (1991) initialized and ran Forest-BGC over a 17-km² watershed in western Montana using a 30-m DEM for elevations, and satellite-mounted Thematic Mapper imagery to estimate LAI. Their approach employed an algorithm which aggregates hillslopes and streams into successively larger hillslopes, and the spatially distributed model was run at each level of

Fig. 4. Map of differences (+ or −) in net primary productivity between the 1-km resolution and the 50-km resolution.
aggregation. The simulation with six hillslopes (polygons several km on a side) gave a watershed-level average evapotranspiration and photosynthesis quite similar to the 30-hillslope simulation. Apparently, averaging values for the input variables at the coarse scale did not subsume so much variation that outputs differed significantly at the two levels of aggregation.

The study of Farajalla and Vieux (1995), which examined variability in hydrologically relevant parameters at spatial resolutions from 30–2500 m, also suggested that the spatial variation below the 1-km resolution may not be critical. Of more importance for replicating daily hydrograph data is probably inclusion of an algorithm which moderates the release and subsurface flow of soil water (Wigmosta et al., 1994). Interestingly, subsurface flow models may require DEMs at a spatial resolution somewhat finer than 1 km in some regions because of their dependence on a highly spatially resolved stream network (White and Running, 1994).

Above the 1-km resolution, the results in this study clearly indicate differences in the inputs and outputs as spatial resolution is coarsened. The trend towards a gain in the dominant land cover classes as the spatial resolution was coarsened is consistent with other scaling studies (Turner et al., 1989). In a heterogeneous forested area in Northern California, this aggregation error steadily increase from 90 m, which was considered the fundamental scale of the smaller patches of cover type, out to 5000 m (Moody and Woodcock, 1994). The spatial resolution of the MODIS sensor, the primary EOS-era instrument for mapping and monitoring the terrestrial biosphere, will range from 250 to 500 m depending on spectral band (Running et al., 1995). Thus, issues related to mixed pixels at those resolutions, and aggregation errors as resolution is coarsened to accommodate modeling needs, will become increasingly important.

The loss of information with a coarsening of the spatial resolution depends to some degree on the aggregation scheme. Averaging of fine-scale values for continuous variables is less desirable than sampling the center point of the coarse-resolution cells because averaging tends to eliminate the tails of the distributions, where impacts on processes having nonlinear response algorithms may be greatest. The hillslope-based aggregation scheme in Band et al. (1991) is attractive because the average for temperature or radiation over a hillslope represents the mean of an even number of more north-facing or south-facing slopes. In contrast, the average for a large grid cell might represent a great variety of elevations, slope angles, and aspects. Note, however, that hillslope-based aggregation would become problematical at too coarse a resolution because the gradients in important vertically varying parameters such as precipitation would be lost.

One consequence of the increased area of forest cover at the coarse resolutions in this study was increased estimates for mean primary productivity. This effect was in part a function of the higher LAI associated with forestland compared to shrubland and grassland. The potential increase was mitigated to some extent because of: (1) lengthening of the drought stress period brought on by higher evaporation and transpiration, and (2) increased maintenance respiration associated with more stem biomass. Running the model three times within each 50-km grid cell, once for each biome type, and calculating the weighted average for the outputs, compensated for much of the difference between the 50-km and 1-km simulations; mean NPP then differed between resolutions by only 2%. The larger area of forests at the 50-km resolution also tended to reduce mean runoff but this effect was small, apparently because runoff in the Pacific Northwest is dominated by winter storms and snow melt.

The differences in model outputs which are the result of a narrower range in the climatic variables at the coarser resolutions should depend in part on the nature of the response functions in the model being used. The response functions which link radiation and temperature to the processes of evaporation, transpiration and photosynthesis in Forest-BGC are generally not linear (Running and Coughlan, 1988). Photosynthesis has a concave temperature response function with a mid-range optimum around 20°C, and respiration has an exponential response to increasing temperature. However, the contraction of the temperature range at the 50-km resolution was primarily at the cold end of the range where the metabolic rates are quite low anyway. Thus, the contribution of this factor to the differences in the mean outputs was small.

With precipitation, the reduction of the elevation
range at the coarsest resolution more than halved the maximum precipitation estimate. The effect on mean runoff, however, amounted to only a 4% difference. The small difference was, in part, because of the small proportion (2%) of the area in the 1-km DEM which was above the maximum elevation in the 50-km DEM. The actual scale of orographic precipitation, i.e. the distance over which differences in precipitation as a function of elevation or aspect have been observed, is certainly much less than 50-km (Daly et al., 1994).

Conclusions about the sensitivity of model outputs to the spatial resolution of the inputs are specific to the spatial domain, the terrain structure, and the particular model in the study. In a region such as the Great Plains of the United States, with relatively shallow environmental gradients and a more homogeneous plant physiognomy, the 50-km simulation may have yielded results more similar to the 1-km simulation than was the case here. If the spatial resolution of the analysis was expanded beyond 50-km towards that of a general circulation model (GCM) grid cell, the opportunity for sampling error would obviously increase. The ranges for model outputs (Tables 3 and 4) give some indication of the possible representative value if an arbitrary point were used for the whole 54,976 km² area (about 1/2 a 300 × 300-km GCM grid cell).

The significant loss of information at the 50-km resolution compared to the 1-km resolution may be particularly relevant to analysis of the potential effects of climatic change. Vegetation characteristics along environmental gradients have been suggested to represent analogues for changes which might be expected under altered climate regimes (Callaway et al., 1994). In areas of complex topography, the environmental gradients tend to be lost at the 50-km resolution and the finer resolution thus offers greater opportunity to explore spatial patterns in ecosystem structure and function which might aid in simulating responses to climate change.
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